Crossover to potential energy landscape dominated dynamics in a model glass-forming liquid
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An equilibrated model glass-forming liquid is studied by mapping successive configurations produced by molecular dynamics simulation onto a time series of inherent structures (local minima in the potential energy). Using this “inherent dynamics” approach we find direct numerical evidence for the long held view that below a crossover temperature, $T_x$, the liquid’s dynamics can be separated into (i) vibrations around inherent structures and (ii) transitions between inherent structures [M. Goldstein, J. Chem. Phys. 51, 3728 (1969)], i.e., the dynamics become “dominated” by the potential energy landscape. In agreement with previous proposals, we find that $T_x$ is within the vicinity of the mode-coupling critical temperature $T_c$. We further find that near $T_x$, transitions between inherent structures occur via cooperative, stringlike rearrangements of groups of particles moving distances substantially smaller than the average interparticle distance. © 2000 American Institute of Physics. [S0021-9606(00)50122-6]

I. INTRODUCTION

Dynamical behavior of many physical and biological systems\textsuperscript{1–4} can be considered in terms of the transient localization of the system in basins of potential energy, and transitions between basins. In particular, this approach has received much attention in studies of slow dynamics and the glass transition in supercooled liquids. Here, the strong temperature dependence of transport properties such as the diffusion coefficient and viscosity, and the possible existence of a thermodynamic transition underlying the laboratory glass transition, have been sought to be understood in terms of the properties of the liquid’s potential energy (or free energy) surface, or “landscape” as it is commonly called.\textsuperscript{1,2,5–18}

For a system composed of $N$ atoms, the potential energy surface is simply the system’s potential energy plotted as a function of the $3N$ particle coordinates in a $3N+1$ dimensional space.\textsuperscript{5} The potential energy surface contains a large number of local minima, termed “inherent structures” by Stillinger and Weber.\textsuperscript{6} Each inherent structure is surrounded by a “basin,” which is defined such that a local minimization of the potential energy maps any point in the basin to the inherent structure contained within it. The time evolution of a liquid may be viewed as the motion of a point on the potential energy surface, and thus as a succession of transitions from one basin to another. These transitions are expected to occur differently as the temperature $T$ is varied. In particular, Goldstein argued\textsuperscript{4} that below a crossover temperature, $T_x$, where the shear relaxation time is $\sim 10^{-9}$ s, relaxation is governed by thermally activated crossings of potential energy barriers. The presence of significant energy barriers below $T_x$ suggests a clear separation of short-time (vibrational) relaxation within potential energy basins from long-time relaxation due to transitions between basins.

A complementary approach to the dynamics of supercooled liquids is provided by the mode coupling theory (MCT).\textsuperscript{19} The simplest (so-called “ideal”) version of this theory predicts a power-law divergence of relaxation times and the inverse diffusion coefficient, at a critical temperature $T_c$. Although a power law provides a reasonable description of the temperature dependence of these quantities above $T_c$ in both real and simulated systems, power law behavior breaks down for $T \sim T_c$, i.e., the predicted singularity at $T_c$ is not observed. This deviation is attributed to the presence of “hopping” motion as a mechanism of relaxation, which is not included in ideal MCT.\textsuperscript{19} Consequently, $T_c$ is usually estimated by fitting a power law to a relaxation time, taking
into account that this fit is expected to break down close to (and below) \( T_c \).

It was noted by Angell\(^7\) that experimentally it is often found that the shear relaxation time is on the order of \( 10^{-9} \) s at the estimated \( T_c \), leading to the argument that \( T_c \approx T_x \) (See also Ref. 20). The presence of a low temperature regime where barrier crossings dominate the dynamics, and the correspondence of the crossover to that regime with the mode coupling critical temperature \( T_c \), has also been discussed in the context of mean field theories of certain spin glass models.\(^{21-23}\)

The existence of the crossover temperature \( T_x \) and the corresponding separation of the dynamics can be directly tested with computer simulations, using the concept of inherent structures. In this paper, we map the dynamical evolution of an equilibrated model liquid to a time series of inherent structures for a range of temperatures. In this way, we test the extent to which short-time “intrabasin” relaxation is separable from long-time “interbasin” relaxation. Our results demonstrate that this separation becomes valid as the system is cooled, and we estimate the crossover temperature \( T_x \) to be close to the estimated value of \( T_c \).

II. INHERENT DYNAMICS

In this section we describe the details of our approach, which is sketched in Fig. 1. After equilibration at a given thermodynamic state point, a discrete time series of configurations, \( \mathbf{R}(t) \), is produced by standard molecular dynamics (MD) simulation. Each of the configurations \( \mathbf{R}(t) \) is then mapped to its corresponding inherent structure, \( \mathbf{R}^I(t) \), by locally minimizing the potential energy in configuration space. We refer to this procedure as a “quench.” After quenching the configurations in \( \mathbf{R}(t) \), we have two “parallel” time series of configurations, \( \mathbf{R}(t) \) and \( \mathbf{R}^I(t) \). The time series \( \mathbf{R}(t) \) defines the “true dynamics,” which is simply the usual (Newtonian) MD dynamics. In an analogous way, the time series \( \mathbf{R}^I(t) \) defines the “inherent dynamics.” If a function quantifying some aspect of the true dynamics is denoted by \( f(\mathbf{R}(t)) \), then the corresponding function, \( f(\mathbf{R}^I(t)) \), of the inherent dynamics is calculated in exactly the same way, except using the time series of inherent structures. For example, the self-intermediate scattering function, \( F_s(q,t) \), and the inherent self intermediate scattering function, \( F_s^I(q,t) \), are defined by

\[
F_s(q,t) = \left\langle \cos \mathbf{q} \cdot (\mathbf{r}(t) - \mathbf{r}(0)) \right\rangle, \quad (2.1)
\]

and

\[
F_s^I(q,t) = \left\langle \cos \mathbf{q} \cdot (\mathbf{r}^I(t) - \mathbf{r}^I(0)) \right\rangle, \quad (2.2)
\]

where \( \mathbf{r}^I(t) \) is the position of the \( j \)th particle in the inherent structure \( \mathbf{R}^I(t) \) and \( \langle \cdot \cdot \cdot \rangle \) denotes an average over \( j \) and the time origin.

In this paper, we quantitatively compare \( F_s(q,t) \) and \( F_s^I(q,t) \) to test whether the dynamics of a binary Lennard-Jones mixture can be separated into vibrations around, and transitions between, inherent structures. If so, then \( F_s^I(q,t) \) describes the relaxation of the liquid as described by \( F_s(q,t) \), but with the effect of the vibrations removed. We show that this scenario becomes true below a crossover temperature, \( T_x \), which is close to the lowest temperature simulated in the present work.

III. RESULTS

In the following we present results from molecular dynamics simulations of a binary Lennard-Jones mixture in three dimensions, equilibrated at eight different temperatures. The model used for the present simulations is described in Ref. 24. The system contains 251 particles of type A and 249 particles of type B interacting via a binary Lennard-Jones potential with parameters \( \sigma_{BB}/\sigma_{AA} = 5/6 \), \( \sigma_{AB} = (\sigma_{AA} + \sigma_{BB})/2 \), and \( \epsilon_{AA} = \epsilon_{BB} = 0 \). The masses are given by \( m_B/m_A = 1/2 \). The length of the sample is \( L = 7.28\sigma_{AA} \) and the potential was cut and shifted at \( 2.5\sigma_{AB} \).

All quantities are reported in reduced units; \( T \) in units of \( \epsilon_{AA} / k_B \), lengths in units of \( \sigma_{AA} \) and time in units of \( \tau = (m_B/\sigma_{AA}^3k_B^48\pi)^{1/2} \) (this was misprinted in Ref. 24). Adopting “argon units” leads to \( \sigma_{AA} = 3.4 \) Å, \( \epsilon/k_B = 120 \) K, and \( \tau \approx 3 \times 10^{-13} \) s. The simulations were performed in the NVE ensemble using the leapfrog algorithm with a time step of 0.01 \( \tau \), at constant reduced density, \( \rho = 1.296 \). The quenching was performed using the conjugate gradient method.\(^{25}\)

We first briefly describe aspects of the true dynamics that demonstrate a qualitative change occurring in the temperature range investigated.

In Fig. 2 we show the quantity \( 4\pi r^2G_{SA}(r,t_1) \), which is the distribution of displacements\(^26\) of particles of type A during the time interval \( t_1 \). We define \( t_1 \) as the time where the mean square displacement is unity, \( \langle r^2(t_1) \rangle_A = 1 \). At all temperatures the dynamics become diffusive \( \langle (r^2(t)/\lambda) \rangle_A \approx t \) for \( t \gg t_1 \) (see inset), i.e., \( t_1 \) marks the onset of diffusivity. At the highest temperatures, \( 4\pi r^2G_{SA}(r,t_1) \) agrees well with the Gaussian approximation [thick curve, \( G_{SA}(r,t_1) \approx \exp(-3r^2/2\tau^2) \)]. As \( T \) is lowered, the distribution of particle displacements deviates from the Gaussian approximation, and a shoulder develops at the average interparticle distance \( r = 1.0 \) in the adopted units), which at \( T = 0.59 \) becomes a well-defined second peak. The second peak, observed also in other model liquids at low temperatures, indicates\(^27,28\) single particle “hopping” [see Fig. 3(a)]; particles stay relatively localized for a period of time (first peak), and then move approximately one interparticle distance, where they again become localized (second peak). Thus we see from Fig. 2 that as we approach our lowest simulated temperature \( T \)
The true trajectory approach is applied to the true trajectory seen in Fig. 3(a). The resulting "inherent trajectory" consists of the positions of the particle in 1600 successive quenched configurations. The quenching procedure is seen to remove the vibrational motion from the true trajectory. The inherent trajectory will be discussed in more detail in Sec. IV.

We now compare the true self intermediate scattering function, $F_s(q,t)$, with its inherent counterpart $F_s^I(q,t)$. Figure 4(a) shows the self-intermediate scattering function for the A particles, $F_{sA}(q,t)$, at $q=7.5$ corresponding to the position of the primary peak in the static structure factor for the A–A correlation. For each temperature $F_s(q,t)$ was calculated from approximately 2000 configurations (depending on temperature). As $T$ decreases, $F_{sA}(q,t)$ is found to display the typical two-step relaxation, where the short time decay is attributed to vibrational relaxation (or "dephasing," see Ref. 11) of particles within cages formed by neighboring particles. The long time, or $\alpha$-relaxation is separated from the short time regime by a plateau indicating transient localization, or "caging" of particles, and is generally observed to follow a stretched exponential form.

The self-part of the inherent intermediate scattering function for the A particles, $F_{sA}^I(q,t)$ at $q=7.5$, is shown in Fig. 4(b). This was calculated by quenching each configuration used in Fig. 4(a), and then applying the same data analysis program on the resulting time series of inherent structures. As expected, the plateau disappears in the inherent dynamics, as previously shown also for the inherent mean-square displacement. At all $T$ we find that the long-time behavior of both $F_{sA}(q,t)$ and $F_{sA}^I(q,t)$ is well described by stretched exponentials (dashed lines). As a result, we can quantitatively compare the long time relaxation of $F_{sA}(q,t)$ and $F_{sA}^I(q,t)$ by comparing the fitting parameters $\{\tau_\alpha, \beta, f_c\}$ of the stretched exponentials $f(t) = f_c \exp\left(-\frac{t}{\tau_\alpha}\right)^{\beta}$. If the true dynamics can be separated into vibrations around and transitions between inherent structures, how do we expect the fitting parameters for the inherent self-intermediate scattering function, $\{\tau_\alpha^I, \beta^I, f_c^I\}$ to be related to the fitting parameters for the true self intermediate scattering function, $\{\tau_\alpha, \beta, f_c\}$? To answer this question, we assume...
that the initial relaxation in $F_s(q,t)$ is due to vibrations (as widely accepted\cite{1,2,9,31}). If this is the case, then we expect the quenching procedure to remove the initial relaxation (since it removes the vibrations), which means that $F_s^i(q,t)$ can be thought of as $F_s(q,t)$ with the initial relaxation removed. If vibration can be separated from transitions between inherent structures we may write for the $x$-displacement, $\Delta x = \Delta \chi\text{vib} + \Delta \chi\text{inh}$, where the two terms are statistically uncorrelated. Thus, [using an exponential instead of cosine in Eqs. (2.1) and (2.2)] we find that the self-intermediate scattering function is a product of a term relating to vibrations and one relating to transitions between inherent structures. At long times the former becomes time-defined since there is no well-defined plateau in $F_s$. Consequently it is difficult to compare among samples. Similar behavior is found for the $B$ particles.

Also shown in Fig. 5 as insets are $f_{c}^l$ vs $\tau_{a}$ and $\beta^l$ vs $\beta$. Within the error bars we find that $\tau_{a}$ and $\tau_{a}^l$ are identical at all temperatures. At the highest temperatures $\beta$ is poorly defined since there is no well-defined plateau in $F_s$. Consequently it is difficult to compare $\beta$ and $\beta^l$ at high $T$, but we find that they become identical (within the error bars) at low $T$. Thus at low temperatures our results confirm the expectation that the inherent dynamics is simply a coarsening of the true dynamics, i.e., $\{\tau_{a}^l, \beta^l\} = \{\tau_{a}, \beta\}$. On the other hand, the nonergodicity parameters $f_c$ and $f^l_c$ [Fig. 5(c)] are strikingly different. While $f_c$ is roughly independent of $T$, $f^l_c$ increases towards unity as $T$ approaches our lowest temperature. The fact that we observe a temperature dependence of $f_c$ approaching unity as $T$ approaches our lowest temperature $T = 0.59$, leads us to conclude that this is close to the crossover temperature, $T_c$. We note that Goldstein’s estimate of shear relaxation times at $T_m (10^{-5} \text{s})$ in our LJ units corresponds to $3 \times 10^3$, which is the same order of magnitude as $\tau_{a}$ in the temperature range where $f_c$ approaches unity.

Below $T_m$ the inherent dynamics can be thought of as the true dynamics with the effect of the vibrations removed, as shown above. How should the inherent dynamics be interpreted above $T_m$? In Fig. 4(b) the short time relaxation of the inherent self intermediate scattering function at high temperatures is seen to be approximately logarithmic in time. This is an artificial relaxation introduced by applying the quenching procedure at a temperature where the dynamics is not separated into vibrations around, and transitions between inherent structures, i.e., the quenching procedure is doing more than simply removing the vibrations around inherent structures. Presumably the inherent dynamics above $T_m$ contains information about the underlying potential energy landscape. At the present, however, we do not know how to interpret this, and we do not have an explanation as to why the (artificial) initial relaxation appears to be logarithmic at high temperatures.

We now proceed to discuss Angell’s proposal, that $T_m \approx T_c$. We find that both estimated values for $T_c [0.592 \pm 0.005$ from $\tau_s(T)$ and $0.574 \pm 0.005$ from $D^{-1}(T)$] are in the temperature range where $f^l_c$ is approaching unity. We note that in the system investigated here two of the asymptotic predictions of the ideal mode coupling theory do not hold; $\tau_{a}$ and $D^{-1}$ have different temperature dependence...
and we do not find time-temperature superposition of the α-part of the self intermediate scattering function. However, the argument given by Angel et al. and Sokolov only relates to $T_c$ as the temperature where power-law fits to experimental data tend to break down, i.e., the “usage” of MCT in this argument is similar to the way we have estimated $T_c$ in Fig. 5(a), and does not require, e.g., time-temperature superposition.

Using the concept of inherent dynamics we have thus found evidence that for $T \leq T_c \approx T_A$, the dynamics is dominated by transitions over energy barriers. Using molecular dynamics simulations of a binary Lennard-Jones mixture it was demonstrated by Sastry et al. (Ref. 13) that the regions of the potential energy landscape a liquid explores depends on temperature. In particular, Sastry et al. studied the average inherent structure energy, $\langle E^i(T) \rangle$, found when quenching an equilibrated liquid at the temperature $T$. $\langle E^i(T) \rangle$ was found to be (roughly) constant above a temperature $T_A$, whereas it decreases when the liquid is cooled below $T_A$, i.e., the liquid explores deeper and deeper lying regions of the potential energy landscape. The temperature $T_A$ was found to be well above the estimated value of the mode-averaged critical temperature $T_c$, and it was found to coincide with the onset of non-exponential relaxation. We find similar behavior in the system investigated here, with $T_A \approx 1.0$. The temperature dependence of $\langle E^i(T) \rangle$ is related to the configurational entropy $S_{conf}(E^i) = k_B \ln \Omega(E^i)$, where $\Omega(E^i) \delta E^i$ is the number of inherent structures between $E^i$ and $E^i + \delta E^i$. $S_{conf}(E^i)$ has recently been calculated by 3 independent groups. It was found that below a crossover temperature larger than $T_c$ and close to $T_A$, the total entropy of the system is well approximated by the sum of independent contributions from the configurational and the vibrational entropy, respectively. Thus, from this “thermodynamic” approach, one finds a crossover temperature that is considerably higher than the crossover temperature found when using the inherent dynamics approach presented here. These two approaches are complementary, and probe different aspects of the potential energy landscape. Our results may be more closely related to results found using instantaneous normal mode analysis. For a soft sphere system it was found that the number of extended unstable normal modes becomes very small close to $T_c$. Similar results were found for water (the SPC/E model). These results were interpreted as indicating that at $T_c$ the dynamics become dominated by potential energy barriers, which is consistent with the results presented here.

IV. TRANSITIONS BETWEEN INHERENT STRUCTURES

As shown in the previous section, separation of the dynamics into vibrations around and transitions between (the basin of attraction of) inherent structures becomes possible as $T$ approaches $T_c$, which is close to our lowest simulated temperature $T = 0.59$. At this temperature, it therefore becomes meaningful to examine the details of the transitions between successive inherent structures. We identify such transitions by quenching the MD configurations every 0.1τ (i.e., every 10 MD-steps) and looking for signatures of the system undergoing a transition from one inherent structure to another. We have considered two such signatures: (i) We monitor the inherent structure energy $E^i(t)$ as a function of time, as shown in Fig. 6(a). (ii) We monitor the distance in configuration space $\Delta R^i(t)$ between two successive quenched configurations [Fig. 6(b)], where

$$\Delta R^i(t) = |R^i(t + 0.1) - R^i(t)|$$

and

$$\Delta R^i(t) = \sqrt{\sum_{j=1}^{N} (r_j(t + 0.1) - r_j(t))^2}. \quad (4.1)$$

Each jump in $E^i(t)$ corresponds to a peak in $\Delta R^i(t)$, indicating a transition to a new inherent structure. In the (rare) event where a transition occurs between two inherent structures with the same energy, $\Delta R^i(t)$ will still exhibit a peak even in the absence of a jump in $E^i(t)$, and for this reason we use $\Delta R^i(t)$ to identify transitions. The condition $\Delta R^i(t) > 0.1$ was found to be a sufficient threshold for this purpose. When evidence of a transition was found in a time interval $\Delta t = 0.1\tau$, this time interval was divided into 10 subintervals of $\Delta t = 0.01\tau$ and the procedure described above was repeated.

For each transition, we monitor the difference between the particle positions in the two successive inherent structures. The distribution $p(r)$ of all such particle “displacements” averaged over the 12,000 transitions we have identified is shown in Fig. 7. While many particles move only a small distance ($r < 0.2$) during a transition from one inherent structure to the next, a number of particles move farther, and in particular, we find that the distribution for $r > 0.2$ is to a good approximation exponential. At present we have no explanation of the origin of the exponential decay in the tail of $p(r)$ (if this is indeed the true functional form). The dotted curve is a fit to a power law with exponent $-5/2$, which is a prediction from linear elasticity theory, describing the displacements of particles in the surroundings of a local rearrangement “event.”
exponential, for 0.3, approximately 10 particles participate in an event.

in 4 the single particle hopping indicated by the secondary peak normalized to be the number of particles (the inherent trajectory in Fig. 3 shows small displacements. Presumably this kind of motion is the reason why the first peak in the inherent counterpart of 4 \pi r^2 G_s(r,t) (not shown, see Ref. 24) is not a delta function in r = 0.

By observing, for a number of transitions, the positions of all particles that moved a distance greater than 0.2 during a transition, we find these particles to be clustered together in “strings,” as shown in Fig. 8. Typically, one transition appears to involve just one stringlike cluster. Detailed investigations of the transition events will be presented in a separate publication. Here we simply note that stringlike particle motion has been observed also in the true dynamics above \( T_c \) in a similar binary Lennard-Jones mixture.\(^{35}\) Those strings are found on long time scales and involve particles moving approximately one interparticle distance, and are thus different from, but presumably related to, the strings found in the present work.

V. CONCLUSIONS

We have investigated the dynamics of a model glass-forming liquid in terms of its potential energy landscape by “quenching” a time series of MD configurations to a corresponding time series of inherent structures. In this way we have provided numerical evidence for the conjecture, originally made by Goldstein 30 years ago in this journal,\(^5\) that below a crossover temperature \( T_c \) the dynamics of the liquid can be separated into vibrations around and transitions between inherent structures. Specifically, by comparing the self-intermediate scattering function \( F_s(q,t) \) with its inherent counterpart \( F_{s}^i(q,t) \) we presented evidence for the existence of \( T_c \). It is perhaps not surprising that the dynamics of a liquid becomes dominated by the structure of the potential energy landscape at sufficiently low temperatures. What we have done here using the concept of inherent dynamics, is to provide direct numerical evidence for this, and we have shown that this regime can be reached by equilibrium molecular dynamics (for the particular system investigated here). To our knowledge this is the first time such evidence has been presented.

In agreement with previous proposals\(^7,20,21\) we find \( T_s \approx T_c \), where \( T_c \) is estimated from a power-law fit to \( \tau_\alpha \).
This is also the temperature range where single particle hopping starts to dominate the dynamics, and $\tau_{\alpha}$ becomes on the order of $10^{-9}$ s (Goldstein’s estimate of the shear relaxation time at $T_\alpha$).

The fact that we have been able to cool the system, under equilibrium conditions, to temperatures where the separation between vibrations around inherent structures and transitions between these is (almost) complete, means that it becomes meaningful to study the individual transitions over energy barriers, since the transitions in this regime dominate the dynamics. Our two key findings with regards to the individual transitions between inherent structures are (i) single particle displacements during transitions show no preference for displacements on the order of the interparticle distance, showing that the single particle hopping indicated in $4\pi r^2G_s(r,t)$ at low $T$ (Fig. 2) does not correspond to transitions of the system over single energy barriers; and (ii) particle displacements during transitions are spatially correlated in “strings.”
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