Theory of non-linear susceptibility and correlation length in glasses and liquids
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Abstract

Within the framework of the effective potential theory of the structural glass transition, we calculate for the p-spin model and for a hard sphere liquid in the hypernetted chain approximation a static non-linear susceptibility related to a four-point density correlation function, and show that it diverges in mean field with exponent $\gamma = 1/2$ as the critical temperature $T_c$ is approached from below. When $T_c$ is approached from above, we calculate for the p-spin model a time dependent non-linear susceptibility and show that there is a characteristic time where this susceptibility has a maximum, and that this time grows with decreasing $T$. This susceptibility diverges as $T_c$ is approached from above, and has key features in common with a generalized susceptibility related to particle displacements, previously introduced to measure correlated particle motion in simulations of glass-forming liquids.
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1. Introduction

Tempted by the possibility of treating the glass transition within the framework of conventional critical phenomena, researchers have long searched for evidence of a static correlation length that becomes large as the glass transition is approached. Scattering experiments have failed to find a growing length associated with density fluctuations [1], although experiments on the vanishing of the isotope effect in metallic glasses and undercooled liquids suggest the presence of a large correlation length [2–4]. Numerical studies of liquids above and below the glass transition have identified a dynamical length associated with the range over which particle motions are correlated [5–13]. By introducing a ‘displacement–displacement’ correlation function $g_{\mu}(r,t)$ and generalized susceptibility $Z_{\mu}(t)$, Refs. [7,8] showed in two different model liquids that this length – which depends on the time window of observation – grows...
with decreasing temperature $T$ as the mode coupling temperature $T_c$ is approached from above, despite the fact that density and composition correlations remain short-ranged [14]. Calculations of the average size of clusters of particles that move together within locally dynamically homogeneous regions give another measure of a characteristic length [10,11]. Recent work has shown that this length – like the length scale associated with the displacement-displacement correlation function – is time dependent, and maximal at a time that scales with $T - T_c^+$ like the β-relaxation time [11]. Experiments on colloidal liquids and glasses in two [15] and three [16] dimensions have provided confirmation of key aspects of the dynamical heterogeneity observed in simulations [17–20].

The aim of this paper is to provide an interpretation of simulation and experimental findings of dynamical heterogeneity within a suitable theoretical framework. We calculate within the effective potential theory a susceptibility $\chi_4$ associated with a four-point density correlation function. A time-dependent, four-point density correlation function was first studied in a supercooled liquid in Ref. [21]. In that paper, no growing correlations were found, possibly because some of the data analyzed were in the aging regime where more complex analysis should be done. Within the approximations we use, we show that below $T_c$, $\chi_4$ diverges with exponent 1/2 as $T \rightarrow T_c^-$. We show that above $T_c$, $\chi_4$ is time-dependent and in certain ways resembles the susceptibility calculated in [7,8], and that $\chi_4(t)$ has a maximum which diverges in mean field as $T \rightarrow T_c^+$. We argue that (1) the diverging correlation length implied by the diverging susceptibility is associated with incipient ergodicity breaking at $T_c$, and (2) this length underlies the growing range of dynamical heterogeneity measured in Refs. [7,8,16]. Finally, we test our theoretical predictions above $T_c$ using data from molecular dynamics simulations of a model glass-forming liquid.

We use two different theoretical approaches depending on $T$. In the low $T$ regime ($T < T_c$), we calculate a static, non-linear susceptibility using the effective potential theory [22], and in the high $T$ regime ($T > T_c$), we calculate a dynamic, non-linear susceptibility in a dynamical approach. The low-$T$ calculations are performed both for a hard-sphere liquid in the hypernetted chain (HNC) approximation [23] and for the spherical $p$-spin model [24]; the dynamical calculations are performed only for the spherical $p$-spin model. This is the simplest model that (i) allows both static and dynamic quantities to be calculated exactly, and (ii) exhibits several key features common to liquids in and close to their glassy regime [23,25,26]. For example, the high-$T$ dynamics of the $p$-spin model are described exactly by the ideal mode coupling equations [27,28], which capture qualitatively, and for some quantities quantitatively, the separation of time scales between local ‘rattling’ and long-time structural relaxation.

An unrealistic feature of the model (and of ideal mode coupling theory) is the presence of a sharp dynamical transition temperature $T_c$. Below $T_c$, large-scale structural rearrangements are arrested, and phase space splits into individual ergodic components that remain stable at all temperatures. This stability is a consequence of the mean field nature of the theory, which in $p$-spin and similar models is due to the long-range interactions between the various degrees of freedom.

An assumption made in mode coupling theory, and often taken in mean field theories of glasses, is that in real systems the temperature $T_c$ corresponds to a change of the dominant relaxation mechanisms [29]. According to this interpretation, what are seen as ergodic components in mean field would actually be metastable states, or dynamical quasi-states with a long but finite escape time of the order of the $\alpha$-relaxation time $\tau_\alpha$. Our basic observation is that within the described theoretical framework, the quasi-states correspond to highly correlated regions of configuration space; that is, configurations belonging to the same quasi-state would appear to be highly correlated. On the other hand, configurations belonging to distant quasi-states, that is, separated by large times $t \gg \tau_\alpha$, are largely uncorrelated.

We argue, then, that a dynamical correlation length and susceptibility characterizing dynamical heterogeneity can be estimated by the corresponding quantities within a quasi-state. On the other hand, the static limit of the same quantities, i.e., the value reached for times much larger then the
lifetime of the quasi-states, correspond to maximally distant quasi-states. This would predict maximal fluctuations and heterogeneity on a time scale of the order of $\tau_a$.

In this interpretative framework we can use a static approach to compute the properties of these metastable states below $T_c$. We can also obtain information above $T_c$ directly in a dynamical approach, where mean field theory predicts a finite escape time from the metastable states, which diverges on approaching $T_c$. The divergence of a static susceptibility inside the metastable state when we approach $T_c$ from below is directly related to the divergence of the corresponding dynamical susceptibility when we approach $T_c$ from above. As is typical for mean field theories, which neglect spatial fluctuations, a diverging correlation length is deduced from the diverging susceptibility. A slowly growing correlation length has been directly measured in simulations from the time dependent four-point density correlation function described below [31].

2. Dynamical quasi-states and effective potential theory

A basic fact of glassy phenomenology is the existence of two widely separated time scales. In supercooled liquids, time-dependent correlation functions display a characteristic two-step shape corresponding to local atomic motion on short time scales, and structural relaxation on long time scales. These two processes, and thus time scales, become more and more separated as the temperature is lowered. Under these conditions it is possible to decompose the dynamical variables defining the microstate of the system into a fast and a slow part. The fast variable can equilibrate almost completely before the slow variable changes appreciably. This feature was used in Ref. [32] to define dynamical quasi-states as regions of configuration space where a glassy system almost equilibrates before moving away.

We begin by defining the microscopic state $X$ of a supercooled liquid or a glass in terms of the local time-dependent density field $\rho(x,t)$. The correlator $\langle \rho(x,t) \rho(y,s) \rangle$ displays a plateau whose characteristic scale $t$ can be used to define a slow variable,

$$\rho_{\text{slow}}(x,t) = \frac{1}{t} \int_t^{t+t} ds \rho(x,s)$$

and a fast variable,

$$\delta\rho(x,t) = \rho(x,t) - \rho_{\text{slow}}(x,t).$$

If the fast degrees of freedom thermalize before the slow ones can significantly vary, the configurations inside a quasi-state are sampled with a constrained Boltzmann–Gibbs weight,

$$\mu_i[\delta\rho] = \exp \left( -\beta H[X] + \int dx h_i(x) \rho_X(x) \right),$$

where the ‘external field’ $h_i(x)$ is chosen in such a way that the consistency relation $\langle \rho(x) \rangle_a = \rho_{\text{slow}}(x,t)$ is verified. In supercooled liquids and glasses, since the configurational entropy is extensive, the single quasi-states have vanishing weight in the full equilibrium probability. We stress that the description in terms of quasi-states is valid both above (and close to) $T_c$ and below. We will argue that the dynamical correlations observed in the simulations and the experiments are directly related to the growth of correlations inside quasi-states at the mode coupling temperature $T_c$, while the static correlations, which are dominated by configurations belonging to different quasi-states, remain short ranged.

Given any local observable $A(x)$, its Boltzmann average can be decomposed as

$$\langle A(x) \rangle_{\text{Boltzmann}} = \sum_\alpha w_\alpha \langle A(x) \rangle_\alpha,$$

where the index $\alpha$ runs over all the $e^{\beta \Sigma}$ quasi-states. The weights $w_\alpha$ of the different states will all be of the same order $w_\alpha \approx \exp(-N \sum(T))$. In the following we will be interested to compute spatial averages (correlation functions) among local observables, $\int dx \langle A(x) \rangle \langle B(x+y) \rangle$. If by $\langle \cdot \rangle$ we mean Boltzmann average, we can expand each of the two averages according to (4), and find that

$$\int dx \langle A(x) \rangle \langle B(x+y) \rangle = \int dx \sum_{\alpha,\beta} w_\alpha w_\beta \langle A(x) \rangle_\alpha \langle B(x+y) \rangle_\beta,$$
which, due to the fact that the number of ergodic components is exponentially large, is dominated by the terms in the double sum with $\alpha \neq \beta$. Instead, our main interest will be to compute averages of the kind $\int dx \sum_{a} w_{a}(A(x))_{a} B(x+y)_{a}$; i.e., to compute correlation functions within the same quasi-state.

The effective potential theory provides a static prescription to compute averages in quasi-states. Here we describe the essential elements of the theory. A measure of the similarity or ‘overlap’ $q$ between two configurations $X$ and $Y$ as an order parameter to detect vitrification. Different definitions of $q$ can be used in different systems and the main results of the theory do not depend on the definition adopted. In the case of simple liquids with $N$ particles at fixed density [25,33], one can define

$$q(X,Y) = \frac{1}{N} \sum_{j=1}^{N} w(x_{j} - y_{j})$$

$$= \frac{1}{N} \int dx \, dy \, w(x-y) \rho_{x}(x) \rho_{y}(y),$$

(6)

where $X = \{x_{1},\ldots,x_{N}\}$, $Y = \{y_{1},\ldots,y_{N}\}$, and $\rho_{z}(x) = \sum_{i=1}^{N} \delta(x - z_{i})$ is the microscopic density corresponding to the configuration $Z = X,Y$. Here $w(r)$ is chosen to be a smooth, continuous, short-range function close to one for $r < a r_{0}$ and close to zero otherwise ($r_{0}$ is the radius of a particle). The value of $a < 1$ is arbitrary, and $a = 0.3$ is a good compromise for an overlap insensitive to small thermal fluctuations [25,31,33].

The effective potential $V(q)$, which is a constrained free energy, is constructed by choosing a fixed reference equilibrium configuration $Y$ at temperature $T$, and calculating the free energy of a configuration $X$ that has an overlap $q$ with $Y$:

$$V(q) = -\frac{T}{N} \log \int dX \exp(-\beta H(X)) \delta(q(X,Y) - q).$$

(7)

This free energy corresponds to weighting the configurations with a constrained canonical probability,

$$\mu(X|Y) = \frac{1}{Z_{q}(Y)} \exp(-\beta H(X)) \delta(q(X,Y) - q),$$

(8)

where the constrained partition function is

$$Z_{q}(Y) = \int dX \exp(-\beta H(X)) \delta(q(X,Y) - q).$$

(9)

Since $Y$ is, by hypothesis, an equilibrium configuration, it will belong to some quasi-state $\alpha$. Therefore, if we choose $q$ as the typical overlap between configurations in this quasi-state (i.e., the Edwards–Anderson order parameter $q_{EA}$), such that with probability one almost all configurations have the same overlap, we will be able to compute the quasi-state averages as follows. Given two observables $A(X)$ and $B(X)$, we can write

$$\sum_{a} w_{a}(A)_{a} B_{a} = \int dY \frac{\exp[V(Y)]}{Z} A(Y)$$

$$\times \int dX \frac{\exp[-\beta H(X)] \delta(q(X,Y) - q)}{Z_{q}(Y)} B(X).$$

(10)

Notice that if, on the other hand, in Eq. (8) we would choose $q$ as the typical overlap among different quasi-states, the constraint would be irrelevant and we would obtain the Boltzmann average (5).

The typical mean-field shape of $V(q)$ for a system undergoing vitrification is shown in Fig. 1 for several values of $T$. The shape of $V(q)$ allows one to distinguish the liquid from the glassy phase since the presence of a single or multiple minima indicates either ergodicity or broken ergodicity, respectively. At high $T$, the system is ergodic and $V(q)$ is convex, with a single minimum at a small value of the overlap $q$ between any two configurations chosen with the Boltzmann weight. Upon lowering $T$, the curvature changes sign, and at $T_{c}$, $V(q)$ develops a secondary minimum at a higher value of $q$. This signals breaking of ergodicity: at $T_{c}$ the configuration space become disconnected into an exponentially large number of ‘ergodic components’ $\mathcal{N} \sim \exp(N \sum \Delta)$, each carrying vanishing weight in the Boltzmann distribution [25].

As discussed in detail in [22], physical quantities calculated in the primary minimum represent
averages computed with the full Boltzmann weight, while the same quantities calculated in the secondary minimum represent averages computed only within a single ergodic component. The overlap in the secondary minimum is the typical overlap between configurations in the same ergodic components.

Notice that the shape of the effective potential resembles that of a free energy as a function of the order parameter for a conventional mean-field system undergoing a first-order phase transition, with the temperature $T_c$ corresponding to the spinodal temperature. In conventional theories, the secondary minimum describes metastable phases that are unstable against nucleation of the dominating phase while the spinodal point describes the limit of stability of the phase.

Here the situation is analogous, except that there is not a unique metastable phase, but instead exponentially many equally likely quasi-states that are visited during the dynamical evolution of the system. These states are mechanically stable below $T_c$ where activated jumps of local energy barriers are responsible for the relaxation, while they are mechanically unstable above $T_c$. For that reason, as seen in the correlation function, the equilibrium dynamics of a supercooled liquid bear some resemblance to the decay of a metastable state, or to spinodal decomposition in systems with first order phase transitions. We show here that, as it happens for metastable states in ordinary systems, the loss or gain of correlation on approaching $T_c$ from below or above corresponds to increasing correlations within the quasi-states.

To calculate physical quantities in the effective potential formalism, it is useful to introduce the Legendre transform of $V(q)$: $\Gamma(\epsilon) = \min_q V(q) - \epsilon q$, where $\epsilon$ is a ‘field’ conjugate to $q$, and corresponds to a coupling between configurations. For example, the average overlap $\langle q \rangle$ can be computed as $\langle q \rangle = \frac{\partial V}{\partial \epsilon} |_{\epsilon \to 0}$, where $\langle \cdot \rangle$ represents either of the two types of averages. The overlap susceptibility is

$$\chi_4 = \frac{\partial \langle q \rangle}{\partial \epsilon} |_{\epsilon \to 0} = \beta N (\langle q^2 \rangle - \langle q \rangle^2), \quad (11)$$
where \( q \equiv q(X,Y) \). Inserting Eq. (6) in Eq. (11) allows us to rewrite \( \chi_4 \) as

\[
\chi_4 = N^{-1} \beta \int dx_1 dx_2 dx_3 dx_4 w(x_1 - y_1)w(x_2 - y_2) \times G_4(x_1,y_1,x_2,y_2),
\]

where the four-point density correlation function is [21]

\[
G_4(x_1,y_1,x_2,y_2) = \langle \rho_x(x_1)\rho_y(y_1)\rho_x(x_2)\rho_y(y_2) \rangle - \langle \rho_x(x_1)\rho_y(y_1) \rangle \langle \rho_x(x_2)\rho_y(y_2) \rangle.
\]

The two types of averages for \( \chi_4 \) are easily calculated. We find that when calculated with respect to the Boltzmann average, \( \chi_4 \) is regular (and small) at all \( T \). However, when calculated within the secondary minimum (i.e. averaged within a single ergodic component) \( \chi_4 \) grows for increasing \( T \), and diverges at \( T_c \) as a power law \( \chi_4 \sim (T_c - T)^{-\gamma} \), as shown in Fig. 2 for the 3-spin model. This demonstrates that equilibrium configurations within a single ergodic component are highly correlated, while configurations in different components are not. In both the \( p \)-spin model and hard sphere model in the HNC approximation, the form of \( V(q) \) is cubic around the second minimum, and thus the value of the exponent \( \gamma \) is equal to 1/2 (i.e., the coefficient of the quadratic term resulting when \( V(q) \) is expanded around the second minimum vanishes as \( (T_c - T)^{1/2} \)). This value is universal within mean field and coincides with the value of \( \gamma \) for mean-field spinodal transitions. The correlation function is bounded in position space and an increase of the susceptibility signals a corresponding increase in the range of the correlations. If we assume usual scaling with this value of \( \gamma \) then the correlation length exponent \( \nu \) is related to the anomalous dimension \( \eta \) by \( \nu = 1/2(2 - \eta) \). The mean field level at which we are describing the system is the same as that of the ideal mode coupling theory [34]. The success of MCT in predicting relations between exponents of various dynamical quantities [35] leads us to speculate that the mean-field value of \( \gamma \), or a close value, could be observed in real systems, and we test this using MD simulations at \( T > T_c \) later in this paper.
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Fig. 2. The static susceptibility \( \chi_4 \) (circles) calculated at low temperature \( (T < T_c) \), plotted vs. \( T \), together with the maximum of the time dependent susceptibility \( \chi_4(t) \) (diamonds) at high temperature \( (T > T_c) \). The solid line through the low-\( T \) data is included as a guide to the eye. The dashed line through the high-\( T \) data indicates a power law fit: \( \chi_4(T) = a/(T - T_c)^{1/2} + b \). In the 3-spin model, \( T_c = 0.612 \) [24] and the fit gives \( a = 3.67 \), \( b = -6.28 \).

3. Dynamical approach above \( T_c \)

We now turn to the high temperature region \( T > T_c \) where the quasi-states are mechanically unstable and the system is ergodic even in the mean field approximation. In this region there is no secondary minimum in \( V(q) \), and the static susceptibility does not exhibit any singular behavior. However, in this temperature regime particles of a supercooled liquid ‘oscillate’ within cages formed by their neighbors, and the system is effectively ‘frozen’ for a characteristic time that grows and would appear to diverge as a power law as \( T_c \) is approached. This transient localization corresponds to highly correlated regions of phase space that have finite lifetime and represent the high temperature precursors of the low temperature ergodic components.

The idea of considering a system coupled with a reference configuration can also be used in dynamics to compute a time dependent susceptibility. We study the dynamics of such a system starting in an equilibrium initial condition \( Y = X(0) \) and
evolving in time with potential energy $\mathcal{H} = H[X] - \varepsilon q(X,Y)$, and we calculate a dynamic response

$$\tilde{\chi}_d(t) = \frac{\delta \langle q(X(t),X(0)) \rangle}{\delta \varepsilon}.$$  

(14)

Although the presence of the initial configuration does not, strictly speaking, allow us to relate this susceptibility to an overlap–overlap correlation function via the fluctuation dissipation theorem, this quantity has the same physical dimensions of $\chi_d$ (Eq. (12)), so we can expect it to have the same singular behavior close to $T_c$.

We calculate $\chi_d(t)$ above $T_c$ in the $p$-spin model, which is the simplest model displaying an ideal mode-coupling transition. The $p$-spin model [24] describes $N$ interacting variables $S_1, \ldots, S_N$ (spins) on the sphere $\sum_i S_i^2 = N$, with Hamiltonian $H = \sum_{ij < \cdots < il} J_{ij \cdots l} S_i \cdots S_l$, where the couplings are random independent Gaussian variables with zero mean and variance $J^2 = p^2 / (2N^{p-1})$. The appropriate notion of overlap for this system is $q(S,S') = 1/N \sum_i S_i S'_i$. For this model it is customary to consider Langevin dynamics, which in our case will be performed with Hamiltonian $H_{\text{Lag}}(S) = H(S) - \varepsilon q(S,S_0)$, where $S_0 = S(t = 0)$ is an equilibrium initial condition. The equation of motion for $S_i(t)$ is then

$$\frac{dS_i(t)}{dt} = -\frac{\partial H(S(t))}{\partial S_i} + \varepsilon S_i(0) + \eta_i(t),$$  

(15)

where $\eta_i(t)$ is a white noise with amplitude $2T$, and $\mu(t)$ is a Lagrange multiplier fixed to impose the spherical constraint at all times. One can easily check from linear response theory that $\tilde{\chi}_d$ can be written in the form

$$\tilde{\chi}_d(t) = \sum_{i,j} \int_0^t du \left( \frac{\delta S_i(t)}{\delta \eta_j(u)} S_i(0) S_j(0) \right).$$  

(16)

Through standard functional methods, discussed, e.g., in [28], we can write a self consistent equation for a single spin which, using the notation $f(q) = 1/2q^2$, reads

$$\frac{dS_i(t)}{dt} = -\mu(t) S_i(t) + \int_0^t ds f''(C(t,s)) R(t,s) S_i(s) + \beta f''(C(t,0)) S_i(0) + \varepsilon S_i(0) + \xi_i(t),$$  

(17)

where $\xi_i(t)$ is a colored Gaussian noise variable with variance

$$\langle \xi_i(t) \xi_j(s) \rangle = f''(C(t,s)) + 2T \delta(t - s),$$  

(18)

where $C$ and $R$ are the correlation and response functions of the system, to be determined self-consistently by $C(t,s) = \langle S(t) S(s) \rangle$ and $R(t,s) = \langle \delta S(t) / \delta \eta_j(0) \rangle$. Taking the correlations with $S(s)$ and $\xi(s)$ in Eq. (17), one can derive equations for $C$ and $R$ which read, for $t > s$,

$$\frac{\partial C(t,s)}{\partial s} = -\mu(t) C(t,s)$$

$$+ \int_0^t du f''(C(t,u)) R(t,u) C(u,s)$$

$$\times \int_0^s df' C(t,u) R(s,u)$$

$$+ \beta f''(C(t,0)) C(s,0) + \varepsilon C(s,0)$$

(19)

$$\frac{\partial R(t,s)}{\partial s} = -\mu(t) R(t,s)$$

$$+ \int_s^t du f''(C(t,u)) R(t,u) R(u,s).$$  

(20)

The equation specifying the time dependence of $\mu(t)$ is

$$\mu(t) = \int_0^t du f''(C(t,u)) R(t,u) C(u,t)$$

$$+ \int_0^t df' C(t,u) R(t,u) + \beta f''(C(t,0)) C(t,0)$$

$$+ \varepsilon C(t,0) + T.$$  

(21)

Although an analytic evaluation of the susceptibility $\chi_d(t)$ might be possible close to $T_c$, we did not attempt this. Instead, we studied $\chi_d(t)$ by integrating the equation of motion numerically for various values of $T$ with the method developed in [36]. As shown in Fig. 3(a), we find that $\chi_d(t)$ displays a maximum as a function of time, which increases and shifts to larger $t$ as $T \to T_c^+$. The temperature dependence of the maximum of $\chi_d(t)$ is shown in Fig. 2 (diamonds); we find that the maximum behaves as a negative power of $T - T_c$ on approaching $T_c$. Although we did not attempt to compute the value of $\gamma$ above $T_c$.
analytically, we expect in analogy with spinodal points that the values of the exponents on the two sides of the transition would be the same. Indeed, we find that the data are compatible with the mean-field value of $1/2$ calculated below $T_c$. The long time limit for the liquid is negligible due to the normalization. Inset: the maximum $\chi_4(t)$ plotted as a function of $T - T_c$, with $T_c = 0.435$ [9,10,37]. Here $t_4'$ is the value of $t$ at the maximum of $\chi_4(t)$. The solid line indicates a power law fit to $\chi_4(t) \sim (T - T_c)^{1/2}$, and is included to compare the simulation data with the analytical mean-field prediction.

4. Numerical simulations

To test our predictions, we calculate $\chi_4(t)$ for an 80:20 Lennard-Jones liquid containing 8000 particles, the same system as that studied in Refs. [7,9,10]. This model displays many of the canonical features of glass-forming liquids, and has been shown to follow key predictions of mode-coupling theory [37]. Complete details of the simulation may be found in [10]. We evaluate $\chi_4(t)$ by calculating the fluctuations in the time-dependent overlap $q(t)$ measured between two equilibrium configurations of the system separated by a time $t$. In Fig. 3(b) we show $\chi_4(t)$ for seven different values of $T$ approaching $T_c = 0.435$ from high $T$. In qualitative agreement with our theoretical predictions, we find that for the binary Lennard-Jones liquid, $\chi_4(t)$ has a maximum $\chi_4(t_4')$ at an intermediate time $t_4'$. The amplitude of the peak grows and
its position shifts to longer times with decreasing $T$. As shown in the inset, the $T$-dependence of $\chi_4(t)$ is compatible with the mean field prediction. We caution that a rigorous test of the theory would require additional simulations closer to $T_c$ and of a larger system size to minimize finite size effects resulting from the growing correlations. Calculations of $\chi_4(t)$ in a different binary LJ mixture reported in Refs. [30,31] show qualitatively similar results. In Ref. [31], it is shown that the dynamical correlation length characterizing the growing range of the four-point correlation function corresponding to $\chi_4(t)$, grows slowly but steadily with decreasing $T$ while the static correlation length characterizing the range of the static pair correlation function $g(r)$ remains essentially constant.

5. Summary

We have calculated both within the effective potential theory and in a dynamical approach, a diverging susceptibility below and above the mode coupling dynamical critical temperature, respectively. This susceptibility is related to the growing range of a four-point, time-dependent density correlation function. Although in real systems, the ‘divergence’ may be ‘smeared out’ or shifted to lower $T$, we believe that this growth of dynamical correlations may be intrinsic to, or underly, the change of the dominant relaxation mechanism at $T_c$, where the quasistates acquire mechanical stability. Our findings suggest [38–40] an interpretation of the dynamical heterogeneity underlying the behavior of the displacement-displacement correlation function calculated in Refs. [7,8] in terms of a time-dependent, four-point density correlation function. The correlation function calculated in Refs. [7,8] measures the extent to which the (scalar) displacements of a pair of particles separated by a distance $r$ are spatially correlated. Specifically, this function is similar to the static, two-point pair correlation function $g(r)$, but with each particle’s contribution to $g(r)$ weighted by its subsequent displacement over a time interval $[0, t]$. In contrast, the four-point function $G_4$ studied in the present work measures the extent to which ‘overlapping’ particles within a time interval $[0, t]$ are correlated.

Although these two correlation functions are different (and thus their time- and $T$-dependence are different [19,20,30,31]), we believe that the length scale associated with $G_4$ is related to the growing range of correlated particle displacements measured in Ref. [7,8,15,16]. A further critical test of our theoretical predictions would be provided by a simulation or experimental measurement of $\chi_4(t)$ or its related correlation length below $T_c$. Additional simulation studies of the quantities introduced in this paper are presented in Ref. [31].
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